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Outline 

•Energy spectrum

• Composition

• charged particles

• neutrinos/photons

• Anisotropy
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Cosmic rays at highest energies
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Success: all-particle flux
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Goal: 
Understand the mechanism that 
produces UHECR particles
• What and where are the
   sources?
• How do they work?

 We need to measure: 
• direction
• energy
• particle-type

To determine 

• Spectral features
• knee 
• (second knee ??)
• ankle

• Chemical composition
• Anisotropy

extragalactic
galactic
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Galactic cosmic rays
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Extragalactic cosmic rays? A guess
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Accelerators for 1020eV protons
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Want LHC to accelerate protons 
up to 1020eV? 
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Accelerators for 1020eV protons
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LHC (Large Hadron Collider):
Circumfence of Mercury orbit

ILC (Int. Linear Collider) with 35 MV/m: 
Length of diameter of Saturn orbit

Want LHC to accelerate protons 
up to 1020eV? 
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Astrophysical candidates
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Emax ∝ ZβsBL

Z: charge of the CR
ß:  shock velocity 
B:  magnetic field strength
L:  size of the accel. region
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Particle horizon / Greisen-Zatsepin-
Kuzmin effect
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Pion photo production (Ep > 5x1019eV due to CMB) :

Interaction length  ~ 6 Mpc
Energy loss           ~ 20% / interaction

➜ Nearby sources (<50 Mpc) 1 lyr = 9.46 × 1015 m
1 pc = 3.26 lyr  ~ π lyr

p + γ → ∆+ → p + π0

p + γ → ∆+ → n + π+
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Pre Auger data

8

Inconsistent with GZK ?? Consistent with GZK ??
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The Pierre Auger Collaboration

OBSERVATORY
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✦ Argentina
✦ Australia
✦ Brasil
✦ Bolivia*
✦ Czech Republic
✦ France
✦ Germany
✦ Italy
✦ Mexico
✦ Netherlands
✦ Poland
✦ Portugal

✦ Slovenia
✦ Spain
✦ United Kingdom
✦ USA
✦ Vietnam*

• 300 PhD scientists from 
~70 Institutions and 17 
countries

*Associate Countries
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The Pierre Auger Observatory 

• Southern site:
Hybrid detector near Malargüe/Argentina

• June 13th 2008 :  1660 tanks deployed
                         1637 with water
                         1603 totally equipped

• All 4 fluorescence buildings complete
each with 6 telescopes since February 2007

10

Argentina

Pampa Amarilla
Province of Mendoza
1400 m a.s.l.
35° South, 69° West
3000 km2
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Argentina

Pampa Amarilla
Province of Mendoza
1400 m a.s.l.
35° South, 69° West
3000 km2
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The Pierre Auger Observatory 

• Southern site:
Hybrid detector near Malargüe/Argentina

• June 13th 2008 :  1660 tanks deployed
                         1637 with water
                         1603 totally equipped

• All 4 fluorescence buildings complete
each with 6 telescopes since February 2007
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The Southern Observatory
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The Southern Observatory
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A surface detector station
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A surface detector station
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A fluorescence telescope
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A fluorescence telescope
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The hybrid nature of Auger
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1.5 km

The surface detector
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The surface detector
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Communications 
Antenna

Electronics
enclosure

Battery Box

3x9“ PMTs Plastic tank
12t of water

Solar panel

GPS antenna

The surface detector
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• 1600 Water Cherenkov tanks
(1.2 m height, 10 m2 area) 

• 12,000 ltrs of purified Water 

• Three 9“ PMTs 

• 40 MHz FADCs 

• solar powered 

• GPS based timing 

• micro-wave communication 
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The fluorescence detector
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The fluorescence detector

3.4 meter radius
segmented mirror

440 pixels
camera

Aperture stop
and optical filter

20
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The hybrid era

FD-mono SD-only FD+SD 
(Hybrid)

SD (Hyb calib)

Angular 
resolution

~3-5° ~1-2° ~0.5° ~1-2°

Aperture
dependent on

detector MC and 
atmosph. cond. 

purely 
geometric, A and 

model free

dependent on
detector MC and 
atmosph. cond. 

purely geometric, 
A and model free

Energy
approx. A and 
model free

A and model 
dependent

approx.  A and 
model free

approx.  A and 
model free

Duty cycle ~13% ~100% ~13% 100%

Experiment
Fly‘s Eye, HiRes I, 

Hires II
AGASA, 

Haverah Park
Auger Auger

21
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4-fold event

#6399475
~20 EeV 
θ=41°
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Energy spectrum
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• Hybrid spectrum (FD & SD)
• Surface detector spectrum
• Auger spectrum (i.e. combined)
• (Horizontal EAS spectrum)
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Hybrid spectrum

24
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Geometrical reconstruction

times, ti, at angles χi, are key to finding Rp
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Geometrical reconstruction
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FD energy calibration

26

M. Unger et al. 
NIM A: 588, 2008, p. 433
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How to determine the hybrid spectrum

27

J(E) =
d4N

dE dS dΩ dt
! 1

∆E

∆N(E)
E(E)

Event selection of high quality events:

• Geometrical reconstruction
• Zenith < 60°
• Station within 1500m from shower axis
• Energy dependent distance between 

core and FD site (Astropart. Phys. 27, 2007)
• Energy dependent filed of view 

(Unger, ICRC Merida 2007)

• Profile reconstruction
• Gaisser-Hillas fit with  χ2/ndof <2.5
• Xmax contained in the observed depth range
• Cherenkov light  < 50%
• σ(E)<20%

• Atmospheric conditions
• Measurement of atmospheric parameters

available
• Cloud coverage from Lidar measurements 

< 25%

Aim: Flux measurement 
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Hybrid spectrum

28

2 F. SCHÜSSLER (PIERRE AUGER COLLABORATION) AUGER ENERGY SPECTRUM
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Fig. 2. Comparison between hybrid data and the Monte Carlo
simulations used for the determination of the hybrid exposure.

reconstruction of the flux and spectral shape. To correct

for these effect, a simple forward- folding approach was

applied. It uses MC simulations to determine the energy

resolution of the surface detector and derive the bin-to-

bin migration matrix. The matrix is then used to derive

a flux parameterisation that matches the measured data

after forward-folding. The ratio of this parameterisation

to the folded flux gives a correction factor that is applied

to data. The correction is energy dependent and less than

20% over the full energy range.

The derived energy spectrum of the surface detector is

shown in Fig. 1 together with the event numbers of the

underlying raw distribution. Combining the systematic

uncertainties of the exposure (3%) and of the forward

folding assumptions (5%), the systematic uncertainties

of the derived flux is 5.8%.

III. FLUORESCENCE DETECTOR DATA

The fluorescence detector of the Pierre Auger Obser-

vatory comprises 24 telescopes grouped in 4 buildings

on the periphery of the surface array. Air shower obser-

vations of the fluorescence detector in coincidence with

at least one surface detector permit an independent mea-

surement of the cosmic ray energy spectrum. Due to the

lower energy threshold of the fluorescence telescopes,

these ’hybrid’ events allow us to extend the range of

measurement down to 1018 eV.

The exposure of the hybrid mode of the Pierre Auger

Observatory has been derived using a Monte Carlo

method which reproduces the actual data conditions of

the observatory including their time variability [12].

Based on the extensive monitoring of all detector com-

ponents [13] a detailed description of the efficiencies

of data-taking has been obtained. The time-dependent

detector simulation is based on these efficiencies and

makes use of the complete description of the atmo-

spheric conditions obtained within the atmospheric mon-

itoring program [14]. For example, we consider only

time intervals for which the light attenuation due to
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Fig. 3. Energy spectrum derived from hybrid data. Only statistical
error bars are shown.

aerosols has been measured and for which no clouds

have been detected above the observatory [15].

As input to the detector simulation, air showers are

simulated with CONEX [16] based on the Sibyll 2.1 [17]

and QGSJetII-0.3 [18] hadronic interaction models, as-

suming a 50% − 50% mixture of proton and iron

primaries. Whereas the derived exposure is independent

of the choice of the hadronic interaction model, a sys-

tematic uncertainty is induced by the unknown primary

mass composition. After applying restrictions to the

fiducial volume [19], the systematic uncertainty related

to the primary mass composition is 8% at 1018 eV and

becomes negligible above 1019 eV (see [12] for details).

Additional requirements limit the maximum distance

between air shower and the fluorescence detector. They

have been derived from comparisons between data and

simulated events and assure a saturated trigger efficiency

of the fluorescence detector and the independence of

the derived flux from the systematic uncertainty of

the energy reconstruction. In addition, events are only

selected for the determination of the spectrum if they

meet certain quality criteria [12], which assure an energy

resolution of better than 6% over the full energy range.

Extensive comparisons between simulations and cos-

mic ray data are performed at all reconstruction levels.

An example is the agreement between data and MC

in the determination of the fiducial distance shown in

Fig. 2. Additional cross-checks involve laser shots fired

into the field of view of the fluorescence telescopes from

the Central Laser Facility [20]. They have been used to

verify the accuracy of the duty cycle.

The design of the Pierre Auger Observatory with

its two complementary air shower detection techniques

offers the chance to validate the full MC simulation

chain and the derived hybrid exposure using air shower

observations themselves. Based on this end-to-end ver-

ification, the calculated exposure has been corrected

by 4%. The total systematic uncertainty of the derived

hybrid spectrum is 10% at 1018 eV and decreases to

about 6% above 1019 eV.

Page 7

Energy resolution<6%
Overall syst. uncert. 
(exposure):
•10% @ 1018eV
•  6% @ 1019eV
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SD-array spectrum (<60°)

29
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4-fold event (SD part)
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4 C. DI GIULIO et al. SURFACE DETECTOR ENERGY CALIBRATION
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Fig. 6. Correlation between lg S38 and lg EFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-

dent response of the fluorescence telescopes (3%), the

uncertainties on measurements of the molecular optical

depth (1%), on the measurements of the aerosol optical

depth (7%) and on multiple scattering models (1%)

are included in the overall systematic uncertainty. The

invisible energy correction contributes 4% to the total

systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array

was obtained with measurements of the fluorescence

telescopes and a detailed study of the uncertainties

was given. Several activities are on-going to reduce the

systematic uncertainties of the energy estimate, e.g. the

longitudinal profile reconstruction method and the un-

certainty of the fluorescence yield. The spectrum derived

from data of the surface detector array is calibrated using

the method presented in this paper and compared with

a spectrum based on measured hybrid data in [21].
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Energy calibration with the fluorescence 
detector

S38° vs EFD  ➞ ESD=a·(S38°)bEnergy uncertainty from 
calibration curve:

•   7% at 10 EeV
• 15% at 100 EeV

Improves with increased 
hybrid statistics

Note: 
Both S38° and ESD are
determined experimentally.
We do not rely on shower
simulation.

~50 EeV

Fractional difference
for 795 events

Nagano et al. FY
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function of lg(S38◦/V EM) scatter plot.

by correcting the electromagnetic energy Eem, detected

by fluorescence telescopes. The factor finv is determined

from shower simulations to obtain the total shower

energy EFD = finv Eem. The invisible energy correction

is based on the average for proton and iron showers

simulated with the QGSJet model and sums up to about

10% at 10 EeV . The neutrino and muon production

probabilities have energy dependencies due to the meson

decay probabilities in the atmosphere. Thus, the factor

finv depends on the energy for different hadronic inter-

action models and is also subject to shower-to-shower

fluctuations [18].

The statistical uncertainties, σEFD
, of the total en-

ergy, EFD, measured by the fluorescence telescopes

is composed of the statistical uncertainty of the light

flux, σflux, the uncertainty due to the core location and

shower direction, σgeo, the uncertainty on the invisible

energy correction, σinv and the uncertainty related to

the measured VAOD profile, σatm. The total relative

uncertainty is about σEFD
/EFD = 9% as shown in

figure 5 and does not depend strongly on the energy.

III. CALIBRATION CURVE

The relation of S38 and EFD for the 795 hybrid

selected events in the energy region where the surface

detector array is fully efficient, E ≥ 3 EeV , is well
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Fig. 5. Upper panel: EFD resolution. Lower panel σEFD
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described by a power-law function,

E = a Sb
38, (1)

as shown in figure 6. The results of a fit to the data are

a = (1.51 ± 0.06(stat)± 0.12(syst))× 1017 eV,

b = 1.07 ± 0.01(stat) ± 0.04(syst),

with a reduced χ2 of 1.01. S38 grows approximately

linearly with energy. The root-mean-square deviation of

the distribution is about 17% as shown in figure 7, in

good agreement with the quadratic sum of the statistical

uncertainties of S38◦ and EFD. The calibration accuracy

at the highest energies is limited by the number of

recorded showers: the most energetic selected event

is about 6 × 1019 eV. The calibration at low energies

extends below the range of interest.

IV. SYSTEMATIC UNCERTAINTIES

The systematic uncertainty due to the calibration

procedure is 7% at 1019 eV and 15% at 1020 eV.

The systematic uncertainties on the energy scale EFD

sum up to 22%. The largest uncertainties are given by

the absolute fluorescence yield (14%) [10], the absolute

calibration of the fluorescence telescopes (9%) and the

uncertainty due to the reconstruction method of the

longitudinal shower profile (10%).

The uncertainty due to the water vapour quenching

on the fluorescence yield (5%) is taken into account as

Page 16
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Fig. 6. Correlation between lg S38 and lg EFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-

dent response of the fluorescence telescopes (3%), the

uncertainties on measurements of the molecular optical

depth (1%), on the measurements of the aerosol optical

depth (7%) and on multiple scattering models (1%)

are included in the overall systematic uncertainty. The

invisible energy correction contributes 4% to the total

systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array

was obtained with measurements of the fluorescence

telescopes and a detailed study of the uncertainties

was given. Several activities are on-going to reduce the

systematic uncertainties of the energy estimate, e.g. the

longitudinal profile reconstruction method and the un-

certainty of the fluorescence yield. The spectrum derived

from data of the surface detector array is calibrated using

the method presented in this paper and compared with

a spectrum based on measured hybrid data in [21].
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Energy calibration with the fluorescence 
detector

Fractional difference
for 795 events

Nagano et al. FY

32

Energy uncertainty from 
calibration curve:

•   7% at 10 EeV
• 15% at 100 EeV

Improves with increased 
hybrid statistics

Note: 
Both S38° and ESD are
determined experimentally.
We do not rely on shower
simulation.
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Energy determination with FD

FD energy: statistical uncertainty <6%
determined with
• detector simulation
• validated by stereo events

FD energy: systematic uncertainty ~22%

Systematic
Source uncertainty Comment

Fluorescence yield 14% Nagano + AIRFLY
P,T and humidity
effects on yield 7%
Calibration 9.5% Calib. source, laser
Atmosphere 4%
Reconstruction 10% Optical spot, Lat. Ch. dist.
Invisible energy 4% Model dependence

Total 22%
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Exposure

4 Allard et al., for the Pierre Auger Collaboration

3. Instantaneous aperture of the SD array and integrated exposure

The T5 trigger allows us to exploit the regularity of the hexagonal array in a very simple way. The instantaneous

aperture of any array configuration is obtained as a multiple of the above-mentioned elementary aperture: we

simply need to consider each tank, one after the other, and determine its contribution to the global aperture.

Any tank with six active neighbours (Fig. 3a) con-

tributes exactly the elementary hexagon aperture,

while any tank with five neighbours contributes 4/6th

of that, as illustrated in Fig. 3b. Tanks with less than

5 neighbours do not contribute at all. The aperture of

a hexagonal cell is thus the building block of all aper-

ture calculations, to be computed once and for all or

measured thanks to hybrid data. At full efficiency,

i.e. above ∼ 3 EeV, the detection area per internal

tank (with 6 neighbours) is D2 ×
√

3/2 $ 1.95 km2,

where D = 1.5 km is the array spacing, and the cor-

responding aperture for showers with θ < 60◦ is then

acell $ 4.59 km2 sr.

Figure 3. Schematic view of the area (shaded region)

where the shower core must be located inside an elemen-

tary hexagonal cell in order to pass the T5 trigger (left: full

hexagon; right: hexagon with a missing vertex).

To calculate the integrated exposure of the SD over a given period of time, one finally has to count the number

of cell-seconds corresponding to that period. The array configuration changes occasionally when new tanks are

deployed or when stations experience failures (e.g. electronics, power supply, communications...) and thus get

temporarily “out” of the array (or back in). These changes in the array configuration are monitored through the

local trigger rate with a time resolution of one second (much better than needed for exposure calculations!). For

each new configuration, the number of elementary cells, Ncell, is computed and the exposure is incremented

by Ncell × acell × ∆t, where ∆t is the duration of the configuration. For the period from Jan. 1st, 2004 to

June 5th, 2005, we obtained 1.21 × 1010 cell-seconds, which corresponds to 1750 km2 sr yr. At low energy,

this number must be scaled according to the relative aperture given in Fig. 2b.

The accuracy of this exposure calculation is expected to be excellent at energies above saturation, since it is

based on purely geometrical considerations. However, the monitoring of the instantaneous array configurations

may not be complete, and we have considered the possibility of hidden dead times that would not appear at the

tank level or in the communication chain from the stations to the CDAS. This will be monitored appropriately

in the near future. By comparing the daily averaged number of events in our data set with the mean number

expected from the exposure calculations (with Poissonian fluctuations), we estimated a possible error of∼ 5%.

That would thus lead to an error of ∼ 5% on the differential CR flux, equivalent to an energy shift of less than

2%, which is negligible compared to the PAO energy accuracy. The uncertainty on the integrated exposure can

thus be considered as negligible.
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Data period:
1 Jan 2004 - 31 Dec 2008
154 Tanks  -  >1600 Tanks

7.1 SD energy spectrum Energy Spectrum

Figure 7.1: Schematic view of the area (shaded region) where the shower core must be located inside
an elementary hexagonal cell in order to pass the T5 trigger (left: full hexagon; right: hexagon with
a missing vertex [187]).

(a) zenith angle dependence (b) trigger dependence

Figure 7.2: (a) Effective detection surface as a function of energy for proton showers at different zenith
angles. (b) Aperture saturation curves for proton or iron induced showers [187].

The threshold energy was deduced from the so called Lateral Trigger Probability (LTP)
function, giving the individual tank ToT trigger probability [187, 191] as a function of the
distance of the station to the shower axis for different energy, zenith angle, and azimuth of
showers induced by different primary particles. From the LTPs the trigger probability is

PT4 = 1 − P (0)



1 +
∑

i

Pi

Qi
+

∑

j>i

Pi

Qi

Pj

Qj
+

∑

aligned

Pi

Qi

Pj

Qj

Pk

Qk



 (7.1.1)

where i, j and k ∈ [1, 7] (only in aligned configuration for the last term), Pi is the probability
that tank i triggers, Qi = 1−Pi (probability that it does not trigger) and P (0) = Q1 ·Q2 ·...·Q7

(probability that not a single tank triggers). The relative aperture to the total one for proton
and iron induced showers as a function of energy, without any scaling is shown in Fig. 7.2.
From this study the SD detection efficiency is 1 above 3 EeV and 7EeV for the 3ToT and

100

Exposure =
∫

εtrigger ×A(t)dt

εtrigger = 100% for E > 3 · 1018 eV
A(t) = sum of areas of all active 

hexagons

Integrated exposure: 12,790 km2 sr year 

34

Montag, 27. Juli 2009



PROCEEDINGS OF THE 31st ICRC, !ÓDŹ 2009 1
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Abstract. The flux of cosmic rays above 1018 eV
has been measured with unprecedented precision

using the Pierre Auger Observatory. Two analysis

techniques have been used to extend the spectrum

downwards from 3 × 1018 eV, with the lower en-

ergies being explored using a novel technique that

exploits the hybrid strengths of the instrument.

The systematic uncertainties, and in particular the

influence of the energy resolution on the spectral

shape, are addressed. The spectrum can be described

by a broken power-law of index 3.3 below the

ankle which is measured at lg(Eankle/eV) = 18.6.

Above the ankle the spectrum is described by a

power-law ∝ E−2.6
and a flux suppression with

lg(E1/2/eV) = 19.6.

Keywords: Auger Energy Spectrum

I. INTRODUCTION

Two independent techniques are used at the Pierre

Auger Observatory to study extensive air showers cre-

ated by ultra-high energy cosmic rays in the atmosphere,

a ground array of more than 1600 water-Cherenkov

detectors and a set of 24 fluorescence telescopes. Con-

struction of the baseline design was completed in June

2008. With stable data taking starting in January 2004,

the world’s largest dataset of cosmic ray observations

has been collected over the last 4 years during the

construction phase of the observatory. Here we report

on an update with a substantial increase relative to the

accumulated exposure of the energy spectrum measure-

ments reported in [1] and [2].

Due to its high duty cycle, the data of the surface

detector are sensitive to spectral features at the highest

energies. Its energy scale is derived from coincident

measurements with the fluorescence detector. A flux

suppression around 1019.5 eV has been established based

on these measurements [1] in agreement with the HiRes

measurement [3].

An extension to energies below the threshold of

1018.5 eV is possible with the use of hybrid observations,

i.e. measurements with the fluorescence detectors in

coincidence with at least one surface detector. Although

statistically limited due to the duty-cycle of the fluo-

rescence detectors of about 13%, these measurements

make it possible to extend the energy range down to

1018 eV and can therefore be used to determine the

position and shape of the ankle at which the power-

law index of the flux changes [4], [5], [6], [7]. A

precise measurement of this feature is crucial for an

understanding of the underlying phenomena. Several

phenomenological models with different predictions and

explanations of the shape of the energy spectrum and the

cosmic ray mass composition have been proposed [8],

[9], [10].

II. SURFACE DETECTOR DATA
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Fig. 1. Energy spectrum derived from surface detector data calibrated
with fluorescence measurements. Only statistical uncertainties are
shown.

The surface detector array of the Pierre Auger Obser-

vatory covers about 3000 km2 of the Argentinian Pampa

Amarilla. Since its completion in June 2008 the expo-

sure is increased each month by about 350 km2 sr yr
and amounts to 12, 790 km2 sr yr for the time period

considered for this analysis (01/2004 - 12/2008). The

exposure is calculated by integrating the number of

active detector stations of the surface array over time.

Detailed monitoring information of the status of each

surface detector station is stored every second and the

exposure is determined with an uncertainty of 3 % [1].

The energy of each shower is calibrated with a subset

of high quality events observed by both the surface

and the fluorescence detectors after removing attenuation

effects by means of a constant-intensity method. The

systematic uncertainty of the energy cross-calibration is

7% at 1019 eV and increases to 15% above 1020 eV [11].

Due to the energy resolution of the surface detector

data of about 20%, bin-to-bin migrations influence the

Page 6

SD energy spectrum

35,250 SD events
with E > 3·1018 eV

Corrected for energy
resolution by a forward
folding procedure
• energy dependent
•less than 20% over 
  the full range

  

Update of PRL 101, 061101 (2008)
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SD energy spectrum
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SD energy spectrum
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SD energy spectrum
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The Auger spectrum
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The Auger spectrum

40

Likelihood method to combine the spectra incl. stat. and syst. uncertainties
ksd  =1.01
khyb=0.99

Syst. uncertainty on flux <4%
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The Auger spectrum
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The Auger spectrum
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The Auger spectrum
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Fig. 5. The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or
iron (blue line), a power-law injection spectrum following E−β and a maximum energy of Emax = 1020.5 eV. The cosmological evolution
of the source luminosity is given by (z + 1)m. The black line shows the fit used to determine the spectral features (see text). A table with the
flux values can be found at [22].

parameter broken power laws power laws
+ smooth function

γ1(E < Eankle) 3.26 ± 0.04 3.26 ± 0.04
lg(Eankle/eV) 18.61 ± 0.01 18.60 ± 0.01
γ2(E > Eankle) 2.59 ± 0.02 2.55 ± 0.04
lg(Ebreak/eV) 19.46 ± 0.03
γ3(E > Ebreak) 4.3 ± 0.2
lg(E1/2/eV) 19.61 ± 0.03
lg(Wc/eV) 0.16 ± 0.03

nation with a harder injection spectrum (∝ E−2.3). A

hypothetical model of a pure iron composition injected

with a spectrum following ∝ E−2.4 and uniformly

distributed sources with m = 0 is able to describe the

measured spectrum above the ankle, below which an

additional component is required.

V. SUMMARY

We presented two independent measurements of the

cosmic ray energy spectrum with the Pierre Auger

Observatory. Both spectra share the same systematic

uncertainties in the energy scale. The combination of the

high statistics obtained with the surface detector and the

extension to lower energies using hybrid observations

enables the precise measurement of both the ankle and

the flux suppression at highest energies with unprece-

dented statistics. First comparisons with astrophysical

models have been performed.
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Fig. 4. The fractional difference between the combined energy spectrum of the Pierre Auger Observatory and a spectrum with an index of
2.6. Data from the HiRes instrument [3], [21] are shown for comparison.

The energy spectrum derived from hybrid measure-

ments recorded during the time period 12/2005 - 05/2008

is shown in Fig. 3.

IV. THE COMBINED ENERGY SPECTRUM

The Auger energy spectrum covering the full range

from 1018 eV to above 1020 eV is derived by combining

the two measurements discussed above. The combina-

tion procedure utilises a maximum likelihood method

which takes into account the systematic and statistical

uncertainties of the two spectra. The procedure applied

is used to derive flux scale parameters to be applied

to the individual spectra. These are kSD = 1.01 and

kFD = 0.99 for the surface detector data and hybrid data

respectively, showing the good agreement between the

independent measurements. The systematic uncertainty

of the combined flux is less than 4%.

As the surface detector data are calibrated with hy-

brid events, it should be noted that both spectra share

the same systematic uncertainty for the energy assign-

ment. The main contributions to this uncertainty are

the absolute fluorescence yield (14%) and the absolute

calibration of the fluorescence photodetectors (9.5%).

Including a reconstruction uncertainty of about 10% and

uncertainties of the atmospheric parameters, an overall

systematic uncertainty of the energy scale of 22% has

been estimated [11].

The fractional difference of the combined energy

spectrum with respect to an assumed flux ∝ E−2.6 is

shown in Fig. 4. Two spectral features are evident: an

abrupt change in the spectral index near 4 EeV (the

”ankle”) and a more gradual suppression of the flux

beyond about 30 EeV.

Some earlier measurements from the HiRes experi-

ment [3], [21] are also shown in Fig. 4 for comparison.

A modest systematic energy shift applied to one or both

experiments could account for most of the difference

between the two. The spectral change at the ankle

appears more sharp in our data.

The energy spectrum is fitted with two functions.

Both are based on power-laws with the ankle being

characterised by a break in the spectral index γ at Eankle.

The first function is a pure power-law description of

the spectrum, i.e. the flux suppression is fitted with a

spectral break at Ebreak. The second function uses a

smooth transition given by

J(E; E > Eankle) ∝ E−γ2
1

1 + exp
(

lg E−lg E1/2

lg Wc

)

in addition to the broken power-law to describe the

ankle. This fit is shown as black solid line in Fig. 5.

The derived parameters (quoting only statistical uncer-

tainties) are:

In Fig. 5 we show a comparison of the combined energy

spectrum with spectral shapes expected from different

astrophysical scenarios. Assuming for example a uni-

form distribution of sources, no cosmological evolution

of the source luminosity ((z + 1)m, i.e. m = 0) and a

source flux following ∝ E−2.6 one obtains a spectrum

that is at variance with our data. Better agreement is

obtained for a scenario including a strong cosmological

evolution of the source luminosity (m = 5) in combi-
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Fig. 5. The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or
iron (blue line), a power-law injection spectrum following E−β and a maximum energy of Emax = 1020.5 eV. The cosmological evolution
of the source luminosity is given by (z + 1)m. The black line shows the fit used to determine the spectral features (see text). A table with the
flux values can be found at [22].

parameter broken power laws power laws
+ smooth function

γ1(E < Eankle) 3.26 ± 0.04 3.26 ± 0.04
lg(Eankle/eV) 18.61 ± 0.01 18.60 ± 0.01
γ2(E > Eankle) 2.59 ± 0.02 2.55 ± 0.04
lg(Ebreak/eV) 19.46 ± 0.03
γ3(E > Ebreak) 4.3 ± 0.2
lg(E1/2/eV) 19.61 ± 0.03
lg(Wc/eV) 0.16 ± 0.03

nation with a harder injection spectrum (∝ E−2.3). A

hypothetical model of a pure iron composition injected

with a spectrum following ∝ E−2.4 and uniformly

distributed sources with m = 0 is able to describe the

measured spectrum above the ankle, below which an

additional component is required.

V. SUMMARY

We presented two independent measurements of the

cosmic ray energy spectrum with the Pierre Auger

Observatory. Both spectra share the same systematic

uncertainties in the energy scale. The combination of the

high statistics obtained with the surface detector and the

extension to lower energies using hybrid observations

enables the precise measurement of both the ankle and

the flux suppression at highest energies with unprece-

dented statistics. First comparisons with astrophysical

models have been performed.
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Fig. 4. The fractional difference between the combined energy spectrum of the Pierre Auger Observatory and a spectrum with an index of
2.6. Data from the HiRes instrument [3], [21] are shown for comparison.

The energy spectrum derived from hybrid measure-

ments recorded during the time period 12/2005 - 05/2008

is shown in Fig. 3.

IV. THE COMBINED ENERGY SPECTRUM

The Auger energy spectrum covering the full range

from 1018 eV to above 1020 eV is derived by combining

the two measurements discussed above. The combina-

tion procedure utilises a maximum likelihood method

which takes into account the systematic and statistical

uncertainties of the two spectra. The procedure applied

is used to derive flux scale parameters to be applied

to the individual spectra. These are kSD = 1.01 and

kFD = 0.99 for the surface detector data and hybrid data

respectively, showing the good agreement between the

independent measurements. The systematic uncertainty

of the combined flux is less than 4%.

As the surface detector data are calibrated with hy-

brid events, it should be noted that both spectra share

the same systematic uncertainty for the energy assign-

ment. The main contributions to this uncertainty are

the absolute fluorescence yield (14%) and the absolute

calibration of the fluorescence photodetectors (9.5%).

Including a reconstruction uncertainty of about 10% and

uncertainties of the atmospheric parameters, an overall

systematic uncertainty of the energy scale of 22% has

been estimated [11].

The fractional difference of the combined energy

spectrum with respect to an assumed flux ∝ E−2.6 is

shown in Fig. 4. Two spectral features are evident: an

abrupt change in the spectral index near 4 EeV (the

”ankle”) and a more gradual suppression of the flux

beyond about 30 EeV.

Some earlier measurements from the HiRes experi-

ment [3], [21] are also shown in Fig. 4 for comparison.

A modest systematic energy shift applied to one or both

experiments could account for most of the difference

between the two. The spectral change at the ankle

appears more sharp in our data.

The energy spectrum is fitted with two functions.

Both are based on power-laws with the ankle being

characterised by a break in the spectral index γ at Eankle.

The first function is a pure power-law description of

the spectrum, i.e. the flux suppression is fitted with a

spectral break at Ebreak. The second function uses a

smooth transition given by

J(E; E > Eankle) ∝ E−γ2
1

1 + exp
(

lg E−lg E1/2

lg Wc

)

in addition to the broken power-law to describe the

ankle. This fit is shown as black solid line in Fig. 5.

The derived parameters (quoting only statistical uncer-

tainties) are:

In Fig. 5 we show a comparison of the combined energy

spectrum with spectral shapes expected from different

astrophysical scenarios. Assuming for example a uni-

form distribution of sources, no cosmological evolution

of the source luminosity ((z + 1)m, i.e. m = 0) and a

source flux following ∝ E−2.6 one obtains a spectrum

that is at variance with our data. Better agreement is

obtained for a scenario including a strong cosmological

evolution of the source luminosity (m = 5) in combi-
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FD: Longitudinal Shower Profiles
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Average shower maximum Xmax
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Average Shower Maximum, 〈Xmax〉

primary protons:

〈Xmax〉 = D10 lg(E) + const

superposition model:

〈Xmax〉 = D10 lg(E/A)+const

elongation rate theorem:

D10 ≤ X0 ln(10)
lg(E/eV)
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Primary protons:

〈Xmax〉= D10 lg(E) + const 

Superposition model:

〈Xmax〉= D10 lg(E/A) + const 
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Shower-to-Shower Fluctuations, RMS(Xmax)

primary protons

RMS(Xmax)
2 = λp+V (Shower)

superposition model...

RMS(A) = RMS(p)/
√

A

...does not work here (frag-
mentation), but qualitatively

RMS(A1) < RMS(A2)

for A1 > A2
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Superposition model ...

RMS(A) = RMS(p)/√A 

... does not work here 
(fragmentation), but qualitatively

RMS(A1) < RMS(A2)

for A1 > A2
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FD Results

! 〈Xmax〉 and RMS vs E

! resolution correction
! broken line fit:

slopes D [g/cm
2/decade]

! comparison to air shower
simulations

! published HiRes data
(update cf. Pierre’s talk)
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FD Results

! 〈Xmax〉 and RMS vs E

! resolution correction
! broken line fit:

slopes D [g/cm
2/decade]

! comparison to air shower
simulations

! published HiRes data
(update cf. Pierre’s talk)
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FD Results

! 〈Xmax〉 and RMS vs E

! resolution correction
! broken line fit:

slopes D [g/cm
2/decade]

! comparison to air shower
simulations

! published HiRes data
(update cf. Pierre’s talk)
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Generation        &           Detection

52

Pion decay at source a/o propa.:

π± → µ± + νµ

2νµ + νe

τ → µ + νµ + ντ

τ → e + νe + ντ

τ → hh + ντ

↪→ µ± → e± + νe + νµ

Flavour counting

Neutrino oscillation 1νe + 1νµ + 1ντ

→ track    ☹

→ shower  ☻

→ shower  ☻
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A vertical shower
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A vertical shower
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«Young» vs «old» showers
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Neutrinos vs hadronic showers
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1 atm
36 atm

p, Fe, ...

ν

Only a neutrino can induce a young horizontal shower
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Neutrino signatures

56

2 D. GÓRA et al. NEUTRINO SIGNATURES IN THE AUGER OBSERVATORY

Fig. 1. (Upper panel) The sketch of a shower induced by the decay
of a τ lepton emerging from the Earth after originating from an Earth-
skimming ντ . The earliest stations are mostly triggered by electrons
and γs; (bottom panel) sketch of length (L) over width (W ) of a
footprint and determination of the apparent velocity (〈V 〉). The 〈V 〉
is given by averaging the apparent velocity, vij = dij/∆tij where dij

is the distance between couples of stations, projected onto the direction
defined by the length of the footprint, L, and ∆tij the difference in
their signal start times.

also a cut of the area of the signal over its peak (AoP)1

value is applied to reject ToT local triggers produced by

consecutive muons hitting a station. Then the elongation

of footprint, defined by the ratio of length (L) over width

(W) of the shower pattern on ground, and the mean

apparent velocity, are basic ingredients to identify very

inclined showers [7], see Fig. 1 (bottom panel) for the

explanation of these observables.

The mean apparent velocity, 〈V 〉 is expected to be

compatible with the speed of light for quasi-horizontal

showers within its statistical uncertainty σ〈V 〉 [8]. Fi-

nally compact configurations of selected ToTs complete

the expected picture of young ν
τ

-induced shower foot-

prints. These criteria were used to calculate an upper

limit on the diffuse flux UHE ν
τ

[8] with the Auger

Observatory and an update of this limit [9], [10].

III. ”DOWN-GOING” NEUTRINOS

The SD array is also sensitive to neutrinos interacting

in the atmosphere and inducing showers close to the

ground [11], [12]. Down-going neutrinos of any flavours

may interact through both charged (CC) and neutral

current (NC) interactions producing hadronic and/or

electromagnetic showers. In case of ν
e

CC interactions,

1The peak corresponds to the maximum measured current of
recorded trace at a single water-Cherenkov detector.
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Fig. 2. (Upper panel) Sketch of a down-going shower initiated in
the interaction of a ν in the atmosphere close to the ground; In the
“early” (“late”) region of the shower before (after) the shower axis
hits the ground we expect broad (narrow) signals in time due to
electromagnetic (muonic) component of the shower; (bottom panel)
the average signal duration of the station as a function of the distance
from the earliest triggering station.

the resulting electrons are expected to induce EM show-

ers at the same point where hadronic products induce

a hadronic shower. In this case the CC reaction are

simulated in detail using HERWIG Monte Carlo event

generator [13]. HERWIG is an event generator for high-

energy processes, including the simulation of hadronic

final states and the internal jet structure. The hadronic

showers induced by outgoing hadrons are practically in-

distinguishable in case of ν NC interactions, so they are

simulated in the same way for three neutrino flavours.

In case of ν
µ

CC interactions the produced muon is ex-

pected to induce shower which are generally weaker i.e.

with a smaller energy transfer to the EAS, and thus with

suppressed longitudinal profile and much fewer particles

on ground. As a consequence, the detection probability

of such shower is low and therefore the produced

muon is neglected and only the hadronic component is

simulated with the same procedure adopted for ν NC

interactions. In case of down-going ν
τ

the produced τ
lepton can travel some distance in the atmosphere, and

then decay into particle which can induce a detectable

shower. Thus, the outcoming hadronic showers initiated

by ν
τ

interactions are usually separated by a certain

distance from the shower initiated by the tau decay.

In this particular case, τ decays were simulated using

TAUOLA [16]. The secondary particles produced by

HERWIG or TAUOLA are injected into the extensive air

shower generator AIRES [17] to produce lateral profiles

of the shower development. Shower simulations were
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defined by the length of the footprint, L, and ∆tij the difference in
their signal start times.

also a cut of the area of the signal over its peak (AoP)1

value is applied to reject ToT local triggers produced by

consecutive muons hitting a station. Then the elongation

of footprint, defined by the ratio of length (L) over width

(W) of the shower pattern on ground, and the mean

apparent velocity, are basic ingredients to identify very

inclined showers [7], see Fig. 1 (bottom panel) for the

explanation of these observables.

The mean apparent velocity, 〈V 〉 is expected to be

compatible with the speed of light for quasi-horizontal

showers within its statistical uncertainty σ〈V 〉 [8]. Fi-

nally compact configurations of selected ToTs complete

the expected picture of young ν
τ

-induced shower foot-

prints. These criteria were used to calculate an upper

limit on the diffuse flux UHE ν
τ

[8] with the Auger

Observatory and an update of this limit [9], [10].

III. ”DOWN-GOING” NEUTRINOS

The SD array is also sensitive to neutrinos interacting

in the atmosphere and inducing showers close to the

ground [11], [12]. Down-going neutrinos of any flavours

may interact through both charged (CC) and neutral

current (NC) interactions producing hadronic and/or

electromagnetic showers. In case of ν
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CC interactions,
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hits the ground we expect broad (narrow) signals in time due to
electromagnetic (muonic) component of the shower; (bottom panel)
the average signal duration of the station as a function of the distance
from the earliest triggering station.

the resulting electrons are expected to induce EM show-

ers at the same point where hadronic products induce

a hadronic shower. In this case the CC reaction are

simulated in detail using HERWIG Monte Carlo event

generator [13]. HERWIG is an event generator for high-

energy processes, including the simulation of hadronic

final states and the internal jet structure. The hadronic

showers induced by outgoing hadrons are practically in-

distinguishable in case of ν NC interactions, so they are

simulated in the same way for three neutrino flavours.

In case of ν
µ

CC interactions the produced muon is ex-

pected to induce shower which are generally weaker i.e.

with a smaller energy transfer to the EAS, and thus with

suppressed longitudinal profile and much fewer particles

on ground. As a consequence, the detection probability

of such shower is low and therefore the produced

muon is neglected and only the hadronic component is

simulated with the same procedure adopted for ν NC

interactions. In case of down-going ν
τ

the produced τ
lepton can travel some distance in the atmosphere, and

then decay into particle which can induce a detectable

shower. Thus, the outcoming hadronic showers initiated

by ν
τ

interactions are usually separated by a certain

distance from the shower initiated by the tau decay.

In this particular case, τ decays were simulated using

TAUOLA [16]. The secondary particles produced by

HERWIG or TAUOLA are injected into the extensive air

shower generator AIRES [17] to produce lateral profiles

of the shower development. Shower simulations were
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Neutrino flux limits
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Photon flux limit
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Fig. 3. Upper limits on the photon fraction in the integral cosmic-
ray flux from different experiments. The limits from the Auger surface
detector are labeled ’Auger SD’ and the limits from this work – ’Auger
Hybrid’. The thick red line indicates sensitivity of the southern site
of the Auger Observatory to the photon fractions after 20 years of
operation. The other lines indicate predictions from ’top-down’ models
and the shaded region shows the expected GZK photon fraction. The
labels shown here are explained in [5].

limit only marginally constrains the photon prediction at
lower energies: even for Ethr = 5 EeV as many as 75%
events have the energies in previously untested 5-10 EeV
range.

The new limits reduce uncertainties related to the con-
tamination of photons at EeV energies in other analyses
of shower data. For instance, the possible contamination
from photons was one of the dominant uncertainties for
deriving the proton-air cross-section (see e.g. [10]). This
uncertainty is now reduced to ∼50 mb for data at EeV
energies, which corresponds to a relative uncertainty of
∼10%. Photon contamination is important also in the
reconstruction of the energy spectrum or determination
of the nuclear primary composition.

In future photon searches, the separation power be-
tween photons and nuclear primaries can be enhanced
by adding the detailed information measured with the
surface detectors in hybrid events.

V. PERSPECTIVES

The current exposure of the Pierre Auger Observatory
is already a factor ∼4 larger than the exposure used for
the 2% photon limit at 10 EeV. Hence, the Observatory
starts to be sensitive to photon fractions within the
predicted range of GZK photons and specific GZK
scenarios will be tested by UHE photon searches for
the first time. Within 20 years of operation the southern
part of the Observatory the detection of photon events at
fractions below ∼0.1% (above 10 EeV) will be at hand
(see Fig. 3). The sensitivity to UHE photons will be
significantly strengthened with the advent of the northern
site of the Observatory in Colorado (USA). This site is
planned to cover a surface a factor 7 larger than the one
in Argentina.

The northern site of the Observatory will bring an-
other opportunity related to the UHE photon search.
Thanks to the difference between the local geomag-
netic fields at the two sites a possible detection of
UHE photons at Auger South may be confirmed in
an unambiguous way at Auger North by observing the
well predictable change in the signal from geomagnetic
cascading of UHE photon showers [11].

The photon upper limits placed by the Auger Collab-
oration also address fundamental physics questions. The
GZK photons are expected to be absorbed on scales of
a few Mpc by pair production with background photons
if Lorentz symmetry holds. On the other hand, violation
of Lorentz invariance could lead to the observation of
an increased photon flux. The new constraints placed on
the violation of Lorentz invariance based on our photon
limits are substantially more stringent than previous
ones [12]. A future detection of UHE photons will
further impact fundamental physics and other branches
of physics (see e.g. [13]).
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Figure 1: Angular resolution (AR) for the SD
as a function of the zenith angle (θ). The AR
is plotted for various station multiplicities.

stations, down triangles: 6 stations or more).
The data used to build this plot spans from
January/2004 to March/2007.

As it can be seen, the angular resolution is bet-
ter than 2◦ in the worst case of vertical showers
with only 3 stations hit. This value improves
significantly for 4 or 5 stations1. For 6 or more
stations, which corresponds to events with en-
ergies above 10 EeV, the angular resolution is
in all cases better than about 1◦.

Using station pairs

A new sub-array of pairs has been recently de-
ployed as a part of the Surface Detector array.
These are adjacent detectors located ∼ 11 m
apart, and therefore are sampling the same re-
gion of the shower front. To do this analysis,
events with at least three pairs are selected.
The reconstruction is then performed twice,
each time using the time information of one
of the tanks in each pair. This provide two
quasi-independent estimates of the geometry.
In Fig. 2 we show the space-angle difference
between these two estimates for showers with
3, 4, and 5 or more stations.

The distributions are then fitted to the ad-
justed Gaussian resolution function (dp ∝

e−η2/2σ2

d(cos(η)) dη, where η is the angle
between the two reconstructions of the same
shower) to obtain σ. The angular resolution
(68% contour), which is given by 1.5 times σ, is
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Figure 2: Space-angle difference between two
SD estimates of the event geometry for differ-
ent multiplicities (see text for more details).

in agreement with the one obtained on a event
by event basis.

Energy Estimator

The surface detector only samples the proper-
ties of an air shower at a limited number of
points at different distances from the shower
axis (r). An observable has to be then defined
to estimate the shower size. To avoid the large
fluctuations in the signal integrated over all
distances caused by fluctuations in the shower
development, Hillas [4] proposed to use the sig-
nal at a given distance (S(r)) to classify the
size of the shower. In Fig. 3 we show the pre-
dictions from Monte Carlo simulations of the
magnitude of the fluctuations in S(r = 1000)
as a function of zenith angle. The relative fluc-
tuations are found to be independent of energy
and its magnitude is ∼ 10% for most of the
cases studied.

The experimental error in the estimation of the
signal size at a given core distance depends on
the spacing of the array. In [5] it has been
shown that for the Auger array spacing the

1. For 4 and 5 stations the AR is very similar
because in the fitting procedure they have the same
number of degrees of freedom.

Angular accuracy depends on
station multiplicity

9 stations ~1019 eV
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Fig. 5. The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or
iron (blue line), a power-law injection spectrum following E−β and a maximum energy of Emax = 1020.5 eV. The cosmological evolution
of the source luminosity is given by (z + 1)m. The black line shows the fit used to determine the spectral features (see text). A table with the
flux values can be found at [22].

parameter broken power laws power laws
+ smooth function

γ1(E < Eankle) 3.26 ± 0.04 3.26 ± 0.04
lg(Eankle/eV) 18.61 ± 0.01 18.60 ± 0.01
γ2(E > Eankle) 2.59 ± 0.02 2.55 ± 0.04
lg(Ebreak/eV) 19.46 ± 0.03
γ3(E > Ebreak) 4.3 ± 0.2
lg(E1/2/eV) 19.61 ± 0.03
lg(Wc/eV) 0.16 ± 0.03

nation with a harder injection spectrum (∝ E−2.3). A

hypothetical model of a pure iron composition injected

with a spectrum following ∝ E−2.4 and uniformly

distributed sources with m = 0 is able to describe the

measured spectrum above the ankle, below which an

additional component is required.

V. SUMMARY

We presented two independent measurements of the

cosmic ray energy spectrum with the Pierre Auger

Observatory. Both spectra share the same systematic

uncertainties in the energy scale. The combination of the

high statistics obtained with the surface detector and the

extension to lower energies using hybrid observations

enables the precise measurement of both the ankle and

the flux suppression at highest energies with unprece-

dented statistics. First comparisons with astrophysical

models have been performed.
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Are EeV CRs of galactic or 
extra-galactic origin?

2 possible scenarios

• Transition occuring at the ankle: 
   amplitude of dipol pattern steadily 
   increasing with energy up to the ankle 
   (very model-dependent)

• Transition at lower energy: 
   relative motion of the observer wrt 
   the frame of the sources influences the 
   large scale distribution of CRs Measuring the large scale anisotropy vs 

energy is one of the main tools for 
discriminating between the 2 scenarios 
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TABLE II
RESULTS OF THE TWO ANALYSES IN DIFFERENT ENERGY RANGES (THE EVENTS IN THE DIFFERENT ENERGY INTERVALS
ARE SLIGHTLY DIFFERENT BETWEEN THE TWO METHODS BECAUSE THE RAYLEIGH ANALYSIS, UNLIKE THE EAST-WEST
METHOD, CORRECTS THE ENERGY OF THE EVENTS FOR THE WEATHER EFFECTS). THE STATISTICAL UNCERTAINTIES ARE
CHARACTERISED BY THE QUANTITIES sR =

√
2/N AND sEW =

√
2/N/ sin δt. RAYLEIGH PROBABILITIES AND 99%C.L.

UPPER LIMITS ARE ALSO GIVEN. SINCE ALL THE MEASURED AMPLITUDES ARE COMPATIBLE WITH BACKGROUND, THE
PHASES ARE NOT SIGNIFICANT AND ARE NOT REPORTED HERE.

Rayleigh analysis E-W method upper limits
Energy range [EeV] r [%] sR [%] P [%] r [%] sEW [%] P [%] r99% [%]

all energies 0.48 0.27 19.5 1.05
0.2 - 0.5 0.25 0.43 84.2 1.19
0.5 - 1 1.08 0.44 4.8 2.03
1 - 2 0.90 0.32 1.8 0.77 0.65 49.9 1.59
2 - 4 0.79 0.64 45.8 1.65 1.33 46.3 2.12
4 - 8 0.71 1.33 86.6 5.05 2.73 18.0 3.66
>8 5.36 2.05 3.3 2.76 4.08 79.5 9.79

Fig. 4. Upper limits on the anisotropy amplitude as a function of energy from this analysis. Results from EAS-TOP, AGASA
and KASCADE/Grande experiments are displayed too. Also shown are the predictions from two different galactic magnetic
field models with different symmetries (A and S) and the expectations from the Compton-Getting effect for an extra-galactic
component isotropic in the CMB rest frame (C-G Xgal).

IV. CONCLUSIONS

We have searched for large scale patterns in the
arrival directions of events recorded at the Pierre Auger
Observatory using two complementary analyses.

We have set 99% c.l. upper limits at the percent level
at EeV energies, constraining some theoretical models.
In particular, we can already exclude all those models
that predict anisotropy amplitudes greater than ∼ 2%
below 4 EeV. Further statistics will obviously be useful,
and the sensitivity will be improved in the coming years
using data from the Pierre Auger Observatory.

Finally we do not confirm the 4% modulation detected
by AGASA at 4 s.d. between 1 and 2 EeV.
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AGN between 50 and 100 Mpc and for angular separations
up to 6!. For instance, there is a local minimum with a

value P ¼ 8" 10#9 very close to that of the absolute mini-
mum (Pmin ¼ 4:6" 10#9) for the set of parameters
w ¼ 4:8$, zmax ¼ 0:013 ðDmax ¼ 55 MpcÞ. With this set of
parameters there are 22 events among the 27 with
E > 57 EeV that correlate with at least one of the 310
selected AGN, while only 7.4 were expected, on average,
to do so by chance if the flux was isotropic (p ¼ 0:28). With
limited statistics, the parameters that minimise the proba-
bility P should only be taken as indicative values of the rel-
evant correlation scales.

AGN catalogues are likely to be incomplete near the
galactic plane, where extinction from dust in the milky
way reduces the sensitivity of observations. Moreover, cos-
mic rays that arrive close to the galactic plane are likely to
have been deflected by the magnetic field in the disk more
than those which arrive with higher galactic latitudes.
These effects could have some impact upon the estimate
of the strength and of the parameters that characterise

Table 2
Number of AGN with z 6 0:017 in each of the exposure bands indicated in
Fig. 2

Declination range Aperture
fraction

Sky
fraction

Number of
AGN

#90$ < d < #57:3$ 1/6 0.08 25
#57:3 < d < #42:3$ 1/6 0.08 24
#42:3$ < d < #29:5$ 1/6 0.09 46
#29:5$ < d < #16:8$ 1/6 0.10 27
#16:8$ < d < #2:4$ 1/6 0.12 63
#2:4$ < d < 24:8$ 1/6 0.23 107
24:8$ < d < 90$ 0 0.29 150

Each of the top 6 bands represent 1/6 of the total exposure, the corre-
sponding fraction of the whole sky is also indicated. The last declination
band represents the part of the sky outside the field of view of Auger for
zenith angles h < 60$.

Fig. 3. Probability for the null hypothesis (isotropic distribution) vs. maximum angular distance w (left), maximum AGN redshift zmax (centre), and
threshold cosmic-ray energy Eth (right). In each case the other two parameters are held fixed at the values that lead to the absolute minimum probability
(w ¼ 3:2$, zmax ¼ 0:017, Eth ¼ 57 EeV).

Fig. 2. Aitoff projection of the celestial sphere in galactic coordinates with circles of 3.2! centred at the arrival directions of 27 cosmic rays detected by the
Pierre Auger Observatory with reconstructed energies E > 57 EeV. The positions of the 442 AGN (292 within the field of view of the Observatory) with
redshift z 6 0:017 ðD < 71 MpcÞ from the 12th edition of the catalogue of quasars and active nuclei [11] are indicated by asterisks. The solid line draws the
border of the field of view for the southern site of the Observatory (with zenith angles smaller than 60!). The dashed line is, for reference, the super-galactic
plane. Darker colour indicates larger relative exposure. Each coloured band has equal integrated exposure. Centaurus A, one of the closest AGN, is
marked in white.

196 J. Abraham et al. / Astroparticle Physics 29 (2008) 188–204

Anisotropy at highest energies

63

Take CR source candidates from some catalog, 
e.g.  VCV (Veron-Cetty and Veron) 

Define probability to find a single event of 
an isotropic distr. within a certain opening 
angle from a source: p = p(ψ, nsources) = p(ψ, zmax)

P =
N∑

j=k

(
N
j

)
pj(1− p)N−j

Exploratory scan < 26 May 2006:

Scan 

for 3 free parameters
• zmax:  Number of sources
• Ψ:     Allowed angular separation
• EThr:  Energy threshold }

Minimum of P, i.e. largest deviation from 
isotropy found for 
 zmax = 0.018 (dmax = 75 Mpc)
 Ψ    = 3.1°
 EThr  = 56 EeV

Result: 12 among 15 measured events correlate with at least one source
3.2 expected if flux was isotropic (p=0.21) and exposure was accounted for
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EMBARGOED UNTIL 2PM U.S. EASTERN TIME ON THE THURSDAY BEFORE THIS DATE:

Correlation of the Highest-Energy
Cosmic Rays with Nearby
Extragalactic Objects
The Pierre Auger Collaboration*

AUTHORS’ SUMMARY

Cosmic rays are
particles and nu-
clei that bom-

bard the Earth from
space in all directions
(1). A few have astound-
ing energies—beyond
100 EeV (1 EeV =
1 exa-electron volt =
1018 eV)—orders of mag-
nitude beyond even the
future capabilities of any
earthly particle acceler-
ator. Such energies are so
extreme that they could
arise in only the most
violent places in the uni-
verse. One possible lo-
cation is within active
galactic nuclei (AGN),
galaxies hosting central black holes that feed on gas and stars and may
eject vast plasma jets into intergalactic space.

As cosmic rays propagate, the highest-energy particles interact
strongly with the ubiquitous cosmic background radiation and lose
some energy. Thus, they can only travel limited distances and, con-
sequently, their flux is suppressed (the “GZK effect”). So the survival
of the highest-energy cosmic rays as they traverse space is in itself a
puzzle. Simply stated, we don’t know what they are, where they came
from, or how they got here from there.

The highest-energy cosmic rays are so rare that in the last 50 years, only
a handful of 100-EeV particles have been detected. The low flux (only a
few per km2 on Earth per millennium) renders their direct detection in-
feasible. Instead, instruments with extremely large collecting areas are
deployed and sample the shower of secondary particles produced when the
primary cosmic ray collides with Earth’s atmosphere. The Pierre Auger
Observatory stretches over 3000 km2 in western Argentina, an area similar
to that of Rhode Island. It measures extensive air showers both on the
ground with 1600 detectors spaced 1.5 km apart and in the air, viewing
the brief flash of nitrogen molecules de-exciting after the shower passes by
(the same radiation is seen from a different stimulus and over longer time
scales as the Aurora Borealis). The Pierre Auger Observatory uses these
two detection techniques routinely at the same time. The size of the data
set now exceeds that from all earlier experiments.

The direction of the primary cosmic ray can be reconstructed with good
precision—to within 1° or so—by the ground detectors. Most cosmic-ray
particles are charged and so their trajectories are bent by the magnetic fields
in space. For particles with energies above a few tens of EeV, the deflection
is, however, small enough that the prospect of identifying possible sources
becomes a reality.

Since 2004, the Auger
Observatory has col-
lected a million cosmic-
ray events, and about 80
had energies exceeding
40 EeV, the energy at
which we expect to be-
gin to see the flux sup-
pression of the GZK
effect. First, we exam-
ined the data gathered
before June 2006. We
explored the amount of
correlation between the
arrival directions and the
positions of knownAGN
by tuning several factors:
a cutoff for the max-
imum distance of an
AGN, a cutoff for the

minimum energy of cosmic rays, and the angular separation of an event from
some AGN.

We found a strong association between the cosmic-ray directions and
nearby AGN. Of 15 events with energies greater than about 60 EeV, 12 were
located within 3.1° of AGN closer than 75 Mpc from Earth (about 250
million light-years). The likelihood of a random isotropic set of arrival
directions conspiring to fool us this much was small. We fixed the values of
the correlation parameters and applied them to new data collected after June
2006. Data collected more recently, until August 2007 (see the figure),
confirmed the correlation.

Interpretation of these results merits some caution. We used a catalog of
AGN that is known to be incomplete, especially in directions in which we peer
through the dusty plane of our Galaxy and beyond 300 million light-years
away from Earth. (It is notable that most of the few events that do not appear to
be near AGN are indeed somewhat near the Galactic plane.) The AGN
themselves tend to be distributed among the nearby galaxies, and so based on
the statistics of our present data we can only declare that the cosmic-ray sources
are correlated with the distribution of nearby matter, including AGN. However,
because energetic processes within them AGN have been considered as likely
sources of extremely energetic cosmic rays, our data indicate that they reamin
the prime candidates. However, because of the energetic processes within them,
AGN have long been considered as likely sources of cosmic rays. Our data
suggest that they remain the prime candidates.

Summary References
1. J. W. Cronin, T. K. Gaisser, S. Swordy, Sci. Am. 276, 44 (January 1997).
2. Equal areas on this plot represent equal exposure on the sky. The declination is on the vertical

axis. Declinations 0°, ‒30°, and ‒60° are marked (from the top) (the observatory zenith is close to
dec = ‒30°). The observatory has more exposure to the AGN, indicated by darker stars than
those shown in lighter shades of red.

RESEARCHARTICLES

Milky Way planeSuper-galactic plane

Events >57 EeV

Nearby active 
galactic nuclei

Events >3 EeV

Sky map (2) showing cosmic rays detected by the Pierre Auger Observatory. Low-energy cosmic rays
appear to originate from evenly distributed sources (blue dots), but the origins of the highest-energy
events (crosses) correlate with the distribution of local matter as represented by nearby active galactic
nuclei (red stars). Thus, active galactic nuclei are a likely source of these rare high-energy cosmic rays.

9 NOVEMBER 2007 VOL 318 SCIENCE www.sciencemag.org
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Verify a posteriori result by applying these correlation parameters to new 
data instead of using penalty factors to account for # of searches

Goal: confirm results from exploratory scan by new data set 
(a priory search)

Base Hypothesis: Isotropic Flux 
Predefined stopping rule: 
a) incorrectly reject isotropy hypothesis < 1%  (≡α)      (i.e. p<1%) 
b) incorrectly accept isotropy hypothesis < 5% (≡β)

 
25 May 2007:
The prescription passed 
(chance probability <= 1%)

20/27 events correlated

VCV:
472 AGNs 
z≤0.018 
318 in fov
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Fig. 1. Monitoring the correlation signal. Left: The sequential analysis of cosmic rays with energy greater than 55 EeV arriving after 27 May,
2006. The likelihood ratio log10 R (see Eqn (2)) for the data is plotted in black circles. Events that arrive within ψmax = 3.1◦ of an AGN with
maximum redshift zmax = 0.018 result in an up-tick of this line. Values above the area shaded in blue have less than 1% chance probability
to arise from an isotropic distribution (piso = 0.21). Right: The most likely value of the binomial parameter pdata = k/N is plotted with black
circles as a function of time. The 1σ and 2σ uncertainties in the observed value are shaded. The horizontal dashed line shows the isotropic
value piso = 0.21. The current estimate of the signal is 0.38± 0.07. In both plots events to the left of the dashed vertical line correspond to
period II of Table I and those to the right, collected after [1], correspond to period III.

TABLE I
A NUMERICAL SUMMARY OF RESULTS FOR EVENTS WITH E ≥ 55 EEV. SEE THE TEXT FOR A DESCRIPTION OF THE ENTRIES.

Period Exposure GP N k kiso P

I 4390 unmasked 14 9 2.9
masked 10 8 2.5

II 4500 unmasked 13 9 2.7 2× 10−4

masked 11 9 2.8 1× 10−4

III 8150 unmasked 31 8 6.5 0.33
masked 24 8 6.0 0.22

II+III 12650 unmasked 44 17 9.2 6× 10−3

masked 35 17 8.8 2× 10−3

I+II 8890 unmasked 27 18 5.7
masked 21 17 5.3

I+II+III 17040 unmasked 58 26 12.2
masked 45 25 11.3

flux were isotropic. This degree of correlation provided
a 99% significance level for rejecting the hypothesis that
the distribution of arrival directions is isotropic.

The left panel of Fig. 1 displays the likelihood ratio
of correlation as a function of the total number of
time-ordered events observed since 27 May, 2006, i.e.
excluding the data used in the exploratory scan that lead
to the choice of parameters. The likelihood ratio R is
defined as (see [9] and [10])

R =

∫ 1
piso

pk(1− p)N−k dp

pisok(1− piso)N−k+1
. (2)

This quantity is the ratio between the binomial prob-
ability of correlation – marginalized over its range of
possible values and assuming a flat prior – and the
binomial probability in the isotropic case (piso = 0.21).
A sequential test rejects the isotropic hypothesis at the
99% significance level (and with less than 5% chance
of incorrectly accepting the null hypothesis) if R > 95.
The likelihood ratio test indicated a 99% significance
level for the anisotropy of the arrival directions using
the independent data reported in [1]. Subsequent data
neither strengthen the case for anisotropy, nor do they
contradict the earlier result. The departure from isotropy
remains at the 1% level as measured by the cumulative

binomial probability (P = 0.006), with 17 out of 44
events in correlation.

In the right panel of Fig. 1 we plot the degree of
correlation (pdata) with objects in the VCV catalog as
a function of the total number of time-ordered events
observed since 27 May, 2006. For each new event the
best estimate of pdata is k/N . The 1σ and 2σ uncer-
tainties in this value are determined such that the area
under the posterior distribution function is equal to 68%
and 95%, respectively. The current estimate, with 17 out
of 44 events that correlate in the independent data, is
pdata = 0.38, or more than two standard deviations from
the value expected from a purely isotropic distribution
of events. More data are needed to accurately constrain
this parameter.

The correlations between events with E ≥ 55 EeV
and AGN in the VCV catalog during the pre- and post-
exploratory periods of data collection are summarized in
Table I. The left most column shows the period in which
the data was collected. Period I is the exploratory period
from 1 January, 2004 through 26 May, 2006. The data
collected during this period was scanned to establish the
parameters which maximize the correlation. Period II is
from 27 May, 2006 through 31 August, 2007 and period
III includes data collected after [1], from 1 September,
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Fig. 1. Monitoring the correlation signal. Left: The sequential analysis of cosmic rays with energy greater than 55 EeV arriving after 27 May,
2006. The likelihood ratio log10 R (see Eqn (2)) for the data is plotted in black circles. Events that arrive within ψmax = 3.1◦ of an AGN with
maximum redshift zmax = 0.018 result in an up-tick of this line. Values above the area shaded in blue have less than 1% chance probability
to arise from an isotropic distribution (piso = 0.21). Right: The most likely value of the binomial parameter pdata = k/N is plotted with black
circles as a function of time. The 1σ and 2σ uncertainties in the observed value are shaded. The horizontal dashed line shows the isotropic
value piso = 0.21. The current estimate of the signal is 0.38± 0.07. In both plots events to the left of the dashed vertical line correspond to
period II of Table I and those to the right, collected after [1], correspond to period III.

TABLE I
A NUMERICAL SUMMARY OF RESULTS FOR EVENTS WITH E ≥ 55 EEV. SEE THE TEXT FOR A DESCRIPTION OF THE ENTRIES.

Period Exposure GP N k kiso P

I 4390 unmasked 14 9 2.9
masked 10 8 2.5

II 4500 unmasked 13 9 2.7 2× 10−4

masked 11 9 2.8 1× 10−4

III 8150 unmasked 31 8 6.5 0.33
masked 24 8 6.0 0.22

II+III 12650 unmasked 44 17 9.2 6× 10−3

masked 35 17 8.8 2× 10−3

I+II 8890 unmasked 27 18 5.7
masked 21 17 5.3

I+II+III 17040 unmasked 58 26 12.2
masked 45 25 11.3

flux were isotropic. This degree of correlation provided
a 99% significance level for rejecting the hypothesis that
the distribution of arrival directions is isotropic.

The left panel of Fig. 1 displays the likelihood ratio
of correlation as a function of the total number of
time-ordered events observed since 27 May, 2006, i.e.
excluding the data used in the exploratory scan that lead
to the choice of parameters. The likelihood ratio R is
defined as (see [9] and [10])

R =

∫ 1
piso

pk(1− p)N−k dp

pisok(1− piso)N−k+1
. (2)

This quantity is the ratio between the binomial prob-
ability of correlation – marginalized over its range of
possible values and assuming a flat prior – and the
binomial probability in the isotropic case (piso = 0.21).
A sequential test rejects the isotropic hypothesis at the
99% significance level (and with less than 5% chance
of incorrectly accepting the null hypothesis) if R > 95.
The likelihood ratio test indicated a 99% significance
level for the anisotropy of the arrival directions using
the independent data reported in [1]. Subsequent data
neither strengthen the case for anisotropy, nor do they
contradict the earlier result. The departure from isotropy
remains at the 1% level as measured by the cumulative

binomial probability (P = 0.006), with 17 out of 44
events in correlation.

In the right panel of Fig. 1 we plot the degree of
correlation (pdata) with objects in the VCV catalog as
a function of the total number of time-ordered events
observed since 27 May, 2006. For each new event the
best estimate of pdata is k/N . The 1σ and 2σ uncer-
tainties in this value are determined such that the area
under the posterior distribution function is equal to 68%
and 95%, respectively. The current estimate, with 17 out
of 44 events that correlate in the independent data, is
pdata = 0.38, or more than two standard deviations from
the value expected from a purely isotropic distribution
of events. More data are needed to accurately constrain
this parameter.

The correlations between events with E ≥ 55 EeV
and AGN in the VCV catalog during the pre- and post-
exploratory periods of data collection are summarized in
Table I. The left most column shows the period in which
the data was collected. Period I is the exploratory period
from 1 January, 2004 through 26 May, 2006. The data
collected during this period was scanned to establish the
parameters which maximize the correlation. Period II is
from 27 May, 2006 through 31 August, 2007 and period
III includes data collected after [1], from 1 September,
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Fig. 1. Monitoring the correlation signal. Left: The sequential analysis of cosmic rays with energy greater than 55 EeV arriving after 27 May,
2006. The likelihood ratio log10 R (see Eqn (2)) for the data is plotted in black circles. Events that arrive within ψmax = 3.1◦ of an AGN with
maximum redshift zmax = 0.018 result in an up-tick of this line. Values above the area shaded in blue have less than 1% chance probability
to arise from an isotropic distribution (piso = 0.21). Right: The most likely value of the binomial parameter pdata = k/N is plotted with black
circles as a function of time. The 1σ and 2σ uncertainties in the observed value are shaded. The horizontal dashed line shows the isotropic
value piso = 0.21. The current estimate of the signal is 0.38± 0.07. In both plots events to the left of the dashed vertical line correspond to
period II of Table I and those to the right, collected after [1], correspond to period III.

TABLE I
A NUMERICAL SUMMARY OF RESULTS FOR EVENTS WITH E ≥ 55 EEV. SEE THE TEXT FOR A DESCRIPTION OF THE ENTRIES.

Period Exposure GP N k kiso P

I 4390 unmasked 14 9 2.9
masked 10 8 2.5

II 4500 unmasked 13 9 2.7 2× 10−4

masked 11 9 2.8 1× 10−4

III 8150 unmasked 31 8 6.5 0.33
masked 24 8 6.0 0.22

II+III 12650 unmasked 44 17 9.2 6× 10−3

masked 35 17 8.8 2× 10−3

I+II 8890 unmasked 27 18 5.7
masked 21 17 5.3

I+II+III 17040 unmasked 58 26 12.2
masked 45 25 11.3

flux were isotropic. This degree of correlation provided
a 99% significance level for rejecting the hypothesis that
the distribution of arrival directions is isotropic.

The left panel of Fig. 1 displays the likelihood ratio
of correlation as a function of the total number of
time-ordered events observed since 27 May, 2006, i.e.
excluding the data used in the exploratory scan that lead
to the choice of parameters. The likelihood ratio R is
defined as (see [9] and [10])

R =

∫ 1
piso

pk(1− p)N−k dp

pisok(1− piso)N−k+1
. (2)

This quantity is the ratio between the binomial prob-
ability of correlation – marginalized over its range of
possible values and assuming a flat prior – and the
binomial probability in the isotropic case (piso = 0.21).
A sequential test rejects the isotropic hypothesis at the
99% significance level (and with less than 5% chance
of incorrectly accepting the null hypothesis) if R > 95.
The likelihood ratio test indicated a 99% significance
level for the anisotropy of the arrival directions using
the independent data reported in [1]. Subsequent data
neither strengthen the case for anisotropy, nor do they
contradict the earlier result. The departure from isotropy
remains at the 1% level as measured by the cumulative

binomial probability (P = 0.006), with 17 out of 44
events in correlation.

In the right panel of Fig. 1 we plot the degree of
correlation (pdata) with objects in the VCV catalog as
a function of the total number of time-ordered events
observed since 27 May, 2006. For each new event the
best estimate of pdata is k/N . The 1σ and 2σ uncer-
tainties in this value are determined such that the area
under the posterior distribution function is equal to 68%
and 95%, respectively. The current estimate, with 17 out
of 44 events that correlate in the independent data, is
pdata = 0.38, or more than two standard deviations from
the value expected from a purely isotropic distribution
of events. More data are needed to accurately constrain
this parameter.

The correlations between events with E ≥ 55 EeV
and AGN in the VCV catalog during the pre- and post-
exploratory periods of data collection are summarized in
Table I. The left most column shows the period in which
the data was collected. Period I is the exploratory period
from 1 January, 2004 through 26 May, 2006. The data
collected during this period was scanned to establish the
parameters which maximize the correlation. Period II is
from 27 May, 2006 through 31 August, 2007 and period
III includes data collected after [1], from 1 September,

17/44 events in correlation (P=0.006) p=17/44=0.38 more than 2 s.d. from isotropy

The degree of correlation has decreased, but still provides 
evidence for anisotropy of UHECRs >55 EeV at > 99% C.L. 

R >
1− β

α
≡ 95Reject iso. hyp. if 

piso < p < 1
p = piso
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Galactic centre

Multipole search
(Large scale anisotropy)

Point sources

Cluster search
(Autocorrelation)

Anisotropy searches

E1<E2<E3

Auger not at this level

No evidence yet

Hires:  No

AGASA & SUGAR: yes

VCV catalog Auger: yes

AGASA: yes

Hires:  No
Auger: not at this scale
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   Summary and outlook

• Spectrum measurement is fundamental to solve the 
UHECR puzzle, but in addition

• Deducing the mass is crucial incl. photons and neutrinos

• p/Fe at highest energy? Neutrinos and photons?

• Composition around 1018 eV will sheet light on the
origin too:
Extensions of the southern site; 

• HEAT (3 FD telescopes; elevation of 30-60°) 

• AMIGA; Muon counting,

• Anisotropy may ultimately pin point the sources 
We need more statistics

‣ Auger North
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Fig. 5. The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or
iron (blue line), a power-law injection spectrum following E−β and a maximum energy of Emax = 1020.5 eV. The cosmological evolution
of the source luminosity is given by (z + 1)m. The black line shows the fit used to determine the spectral features (see text). A table with the
flux values can be found at [22].

parameter broken power laws power laws
+ smooth function

γ1(E < Eankle) 3.26 ± 0.04 3.26 ± 0.04
lg(Eankle/eV) 18.61 ± 0.01 18.60 ± 0.01
γ2(E > Eankle) 2.59 ± 0.02 2.55 ± 0.04
lg(Ebreak/eV) 19.46 ± 0.03
γ3(E > Ebreak) 4.3 ± 0.2
lg(E1/2/eV) 19.61 ± 0.03
lg(Wc/eV) 0.16 ± 0.03

nation with a harder injection spectrum (∝ E−2.3). A

hypothetical model of a pure iron composition injected

with a spectrum following ∝ E−2.4 and uniformly

distributed sources with m = 0 is able to describe the

measured spectrum above the ankle, below which an

additional component is required.

V. SUMMARY

We presented two independent measurements of the

cosmic ray energy spectrum with the Pierre Auger

Observatory. Both spectra share the same systematic

uncertainties in the energy scale. The combination of the

high statistics obtained with the surface detector and the

extension to lower energies using hybrid observations

enables the precise measurement of both the ankle and

the flux suppression at highest energies with unprece-

dented statistics. First comparisons with astrophysical

models have been performed.
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Northern Observatory in Colorado/USA
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• 20,000 square kilometer
• ~40 FD telescopes
• > 4000 SD stations
• SD energy threshold of > 1019eV

Montag, 27. Juli 2009



END

71

Montag, 27. Juli 2009



Argentina
Pampa Amarilla
Province of Mendoza
1400 m a.s.l.
35° South, 69° West
3000 km2
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Hillas model Bereszinsky model
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Uncertainty of S(1000)

10 EeV

Precision of S(1000) improves 
as energy increases
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Chapter 6
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Figure 6.9: Most intensive transitions in the nitrogen spectrum emerge from three elec-
tronic vibrational states marked by different colors (from [98]).
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Figure 6.10: Temperature profile of the Malargüe monthly models [99] together with the
profile used in this analysis (dashed line).

2P (0, ν ′′) 2P (1, ν ′′) 1N(0, ν ′′)
Fraction [%] 61 31 8
τ0ν′ [ns] 38.93 32.88 65.22
p′ν′ [hPa] 15.30 15.45 1.20

Table 6.2: Parameters used in this analysis (cf. [98]). The values for p′ν′ refer to a temper-
ature of 293 K.

5% up to a height of 24 km (∼ 50 hPa) for dry air (cf. Fig. 6.11) and it is neglected
henceforth. From Fig. 6.11 one can also estimate the intensities of the main transitions
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